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Plan

● Case studies
● Bioinformatics & CFN

− Mendelian error detection
− Computational Protein Design

● Agronomy & AI
− Mixed Fruit-Vegetable Crop Allocation Problem

● Some tips for your thesis
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Mendelian error 
detection in complex 
pedigree
Simon de Givry, Marti Sanchez, 
Isabelle Palhière, Zulma Vitezica, 
and Thomas Schiex
INRAE, Toulouse, France
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Cleaning the data

Genotype 
unordered pair of 

alleles
(possibly 

unobserved)

Marriage loop

In 2005, about 1% genotyping errors 
Today, less than 0.1% (NGS)

Individual 
(founder)
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Task 1: Consistency Checking
■ Assuming the pedigree is correct, checks if it exists a 

complete  genotype assignment consistent with the 
observed genotypes and with the Mendelian laws of 
inheritance

■ Complexity results
(Aceto et al., 2003)
◻ NP-complete for a 

pedigree with loops
and more than three 
alleles

◻ Polynomial if no loops
or just two alleles (SNP)
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Constraint Satisfaction Problem
■ X: one variable per individual
■ D: domain of every variable is 

defined as the set of all 
possible genotypes

{ 1/1, 1/2, 1/3, 2/2, 2/3, 3/3 }
■ C: 

◻ Ternary constraints to 
encode Mendelian laws for 
any non founder

◻ Unary constraints to 
encode genotyping data



{1/2,2/3}
{1/2, 2/3}

{1/2,2/3} {1/2,2/3}

{1/2,2/3}

Generalized Arc Consistency

(Lange, Goradia, Am J Hum Genet 1987)
(Mackworth, AIJ 1977) 



{1/2}
{}

{2/3} {1/2}

{1/2}

Backtrack search on loop-breaker 
individuals

(O’Connell, Weeks, Am J Hum Genet 1997)
(Dechter, AIJ 1990)



{2/3}
{}

{1/2} {2/3}

{2/3}

Backtrack search on loop-breaker 
individuals

(O’Connell, Weeks, Am J Hum Genet 1997)
(Dechter, AIJ 1990)
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Task 2: Error Detection
■ Finds a complete 

assignment with the 
minimum number of 
errors

→ parsimony principle
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Task 2: Error Detection
■ Finds a complete 

assignment with the 
minimum number of 
errors

→ parsimony principle

1/2

1/22/2

1/22/2

2/2



(X, D, F)
◦ X={X

1
,..., X

n
} n variables

◦ D={D
1
,..., D

n
} n finite domains of maximum size d

◦ F={f
S1

,…,f
Se

}, e cost functions

f
Si 

 : associates a finite or infinite (k) positive integer to each tuple of S
i

Weighted CSP: find a complete assignment A minimizing

∑
fS∈F    

f
S
 ( A[S] )

NP-hard problem

Cost Function Network

(Schiex, Fargier, Verfaillie, IJCAI 95)

(Shapiro, Haralick, IEEE PAMI 81)
(Freuder, Wallace, AIJ 92)
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Cost Function Network
■ X: one variable per individual
■ D: domain of every variable is 

defined as the set of all 
possible genotypes

{ 1/1, 1/2, 1/3, 2/2, 2/3, 3/3 }
■ F: 

◻ Ternary hard constraints to 
encode Mendelian laws for 
any non founder

◻ Unary soft constraints to 
encode genotyping data

1/1 1/2 1/3 2/2 2/3 3/3
f10 1 1 1 0 1 1



Generalized Soft Arc Consistency

1/1 1/2 1/3 2/2 2/3 3/3

f8 0 0 0 0 0 0

1/1 1/2 1/3 2/2 2/3 3/3

f9 0 0 0 0 0 0

1/1 1/2 1/3 2/2 2/3 3/3
f11 1 0 1 1 1 1

1/1 1/2 1/3 2/2 2/3 3/3
f12 1 1 1 1 0 1

1/1 1/2 1/3 2/2 2/3 3/3
f10 1 1 1 0 1 1



Generalized Soft Arc Consistency

1/1 1/2 1/3 2/2 2/3 3/3

f8 1 0 0 0 0 0

1/1 1/2 1/3 2/2 2/3 3/3

f9 0 0 0 0 0 0

1/1 1/2 1/3 2/2 2/3 3/3
f11 1 0 1 1 1 1

1/1 1/2 1/3 2/2 2/3 3/3
f12 0 0 0 1 0 1

1/1 1/2 1/3 2/2 2/3 3/3
f10 1 1 1 0 1 1

Equivalence Preserving Transformation

(Schiex, CP 2000),…



Generalized Soft Arc Consistency

1/1 1/2 1/3 2/2 2/3 3/3

f8 2 0 1 0 0 2

1/1 1/2 1/3 2/2 2/3 3/3

f9 0 0 0 0 0 0

1/1 1/2 1/3 2/2 2/3 3/3
f11 1 0 0 1 0 0

1/1 1/2 1/3 2/2 2/3 3/3
f12 0 0 0 1 0 1

1/1 1/2 1/3 2/2 2/3 3/3
f10 0 0 0 0 0 0

Equivalence Preserving Transformation on trios

(Schiex, CP 2000),…, (Sanchez et al, Constraint 2008)



Variable elimination

1/1 1/2 1/3 2/2 2/3 3/3
f12 1 1 1 1 0 1

(Dechter, AIJ 1999)



Variable elimination

(Dechter, AIJ 1999), (Larrosa, CP 2000)

f8,9 1/1 1/2 1/3 2/2 2/3 3/3
1/1 1 1 1 1 1 1
1/2 1 1 0 1 0 0
1/3 1 0 1 0 0 1
2/2 1 1 0 1 0 0
2/3 1 0 0 0 0 0
3/3 1 0 1 0 0 1



Cork, May 2008

B&B-VE(2)

CPU time in seconds to find and prove optimality
  on a linux PC 3 GHz with 16 GB using toulbar2 v0.5

Real data
(Vitezica et al, World Congress on Genetics Applied to Livestock Production 2006)

(Sanchez et al, Constraints 2008)



1515 sheep (LangladeM7), 243 founders, 3 alleles, 880 genotypings, 13 generations
(minimum of 23 errors, most probable correction removes 43 genotypes)
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Task 3: Error Correction using 
Probabilistic Model
■ Finds a complete 

assignment with 
maximum posterior 
probability

→ Bayesian network

1/2

1/22/2

1/22/2

2/2

Prior on genotyping error: 1%
(and equifrequent alleles)
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Task 3: Error Correction using 
Probabilistic Model
■ Finds a complete 

assignment with 
maximum posterior 
probability

→ Bayesian network

2/2

2/22/2

2/22/2

2/2

Prior on genotyping error: 10%
(and equifrequent alleles)

2/2
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Task 3: Error Correction using 
Probabilistic Model
■ Finds a complete 

assignment with 
maximum posterior 
probability

→ Bayesian network

P( O, T ) = ∏Perror( Oi | Ti ) × ∏Pmendel( Ti | parents(i) ) × ∏Pfreq( Ti )

Pmendel(T10 |T8,T9)

Pfreq(T2)
Perror(O1 | T1) O1

T1
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Task 3: Error Correction using 
Probabilistic Model
■ Finds a complete 

assignment with 
maximum posterior 
probability

→ Bayesian network

P( O, T ) = ∏Perror( Oi | Ti ) × ∏Pmendel( Ti | parents(i) ) × ∏Pfreq( Ti )

Pmendel(T10 |T8,T9)

Pfreq(T2)
Perror(O1 | T1) O1

T1

∑
fS∈F    

f
S
 ( A[S] )-log transform



Variable elimination ..continued

(Dechter, AIJ 1999)



Variable elimination ..continued

(Dechter, AIJ 1999)



Variable elimination ..continued

(Favier et al, IJCAI 2011)

Cost function decomposition



Optimal haplotype reconstruction in half-sib families (Legarra et al, WCGALP 2010)

(Favier et al, IJCAI 2011)
démo

https://miat.inrae.fr/degivry/Favier11.mov


May 2022 – LIPME INRAE
* Slides by T. Schiex 















∑
fS∈F    

f
S
 ( A[S] ) NP-hard







Clément Viricel’s PhD on
predicting changes in binding affinity (counting)
(Viricel et al, Bioinformatics 2018)

Manon Ruffini’s PhD on diversity encoding and negative design
(Ruffini et al, ICTAI 2019, Algorithms 2021)









* Jury member of Mahuna Akplogan’s PhD on crop allocation problem

*













Question Plants N trees to get the right number of
cells with shade(S) or root (R)



Question Plants N trees to get the right number of
cells with shade(S) or root (R)

* A: Apple 
Tree



Question Plants N trees to get the right number of
cells with shade(S) or root (R)



Shade and root (SR) Sun and root (-R) Sun and no root (--)

Lettuce

Tomato

Onion

Melon

Carrot

Question Adds vegetables (each one on 4 or 5 cells)
such that it maximizes green situations
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Shade and root (SR) Sun and root (-R) Sun and no root (--)

Lettuce

Tomato

Onion

Melon

Carrot

Question Adds vegetables (each one on 4 or 5 cells)
such that it maximizes green situations



Mixed Integer Program (Benders decomposition) / Binary Quadratic Program



Mixed Fruit-Vegetable Crop Allocation Problem

(iEMSs 2016, IEA/AIE 2017)

10 x 10



50 x 50

Best solution found by baryonyx* 0.4 after 1h on 30 cores of AMD Opteron 2.3GHz
(01LP-SPP model, 2 million Boolean variables!)

* https://github.com/quesnel/baryonyx



50 x 50

MIP best solution found by cplex 12.8 after 1h on 30 cores of AMD Opteron 2.3GHz
(MIP model with 12500 Boolean variables and 276 continuous variables)



Some tips

● Collaborate with researchers from the other discipline
● Get access to (new) real data
● Collect articles, software, contacts to build an 

overview of the field
● Select journals / (interdisciplinary) conferences to 

publish
● Validate the results by domain experts
● Enjoy learning a new (complex) discipline!
● PhD subject is a bet! (from your supervisors ;-)



Before the thesis
● How to be recruited

− Long meeting with the supervisor(s)

− Master first research experience (technical report)

− Relevance of your Master courses to the subject (course marks/ranking)

− Funding (National/European projects are usually more restrictive, already specified, 
less innovation than University doctoral school funding) 

● Building the subject / project
− A particular story between (at least) two supervisors

− Better if they have already collaborate in the past

− Useful for the society ? => complex subjects requiring interdisciplinary approaches

− Sometimes good subjects need a long time to be mature (between the supervisors)

− Subject can be revised, it depends on the student interests (eg. more theory vs 
practical)

− Associate the student to its construction

− See as a whole in the student curriculum



During the thesis
● Supervision

− Diversity of supervisors (at least 2!) => more people, more pressure, more difficult to make choices

− Identifying all the actors for the thesis and their role

− Working environment

− Frequency of meetings (in person), regularity

− Places for informal meetings

− Collective agility and flexibility (subject evolution)

− Anticipate and real-time modifications

− Strategy of publications: where (conferences/journals), when (deadlines), what (reselling), who 
(author ordering)

→ it depends on the scientific discipline (computer science, biology,...)

→ doctoral schools usually ask for at least one (two?) selective publication(s)

→ after that you have more freedom!

→ see past Best Dissertation Awards at CP   for some good examples

− Associate the PhD student to the decision process

− Benevolent attitude, recognition at work

→ for the student: be rigorous, open-mind, be a diplomat

→ for the supervisors: mutual trust, back and forth between freedom and guidance

https://www.a4cp.org/awards/doctoral-research-award


During the thesis

● Developing skills
− Which skills? (theory, engineer, relational/meeting, 

supervision of trainees,...)
− Recognition, value for the company
− PhD committee during the thesis (mid-term evaluation)
− Doctoral school supports (interview, courses)
− Interdisciplinary conferences
− Foreign lab visits



After the thesis
● Anticipate after-the-thesis during your thesis!

− What is your career plan?

→ Inform supervisors of your career plan (academy / industry)

− List of your skills

− Career counselor

− Doctoral school training / workshops (like CP Doctoral Program!)

● Post-doc strategy
− Social network (of supervisors)

→ supervisors should help

− Curriculum vitae

− Publication strategy

− Doing applied research in your second discipline (being a facilitator, risk taking)

● To be hired
− Interdisciplinary institutes (University, National Research Institute,…)

− Raise awareness of the jury members

− Adapt to the job market (additional training,..)



Professional experiences
● Marti Sanchez, PhD in 2006, postdoc at INRAE (2006-2008) and Barcelona 

University, tenure track at Universitat Pompeu-Fabra, Barcelona, Spain, in 2022 
(work in neuro-robotics)

● Aurélie Favier, PhD in 2011, 2-year postdoc at University College Cork, secondary 
school teacher in Bordeaux, France since 2014

● Jimmy Vandel, PhD in 2012, postdocs at CEA Grenoble, LIRMM Montpellier and 
Lille University, permanent research engineer at CNRS, Lille, France since 2020 
(work on a bioinformatics and biostatistics platform)

● Mahuna Akplogan, PhD in 2013, recruited in 2012 by a private French company 
(R&D consultant in optimization, work on nurse scheduling, healthcare and 
rescue,...)

● Clément Viricel, PhD in 2017, temporary associate professor at Lyon University, 
freelance data-scientist (work on neural nets)

● Sara Maqrot, PhD in 2019, temporary associate professor at Toulouse University 
(2018-2020), research engineer at ONERA (2021-2022) and permanent position at 
Berger Levraut, Toulouse, France since 2022

● Manon Ruffini, PhD in 2021 (My Thesis in 180s), recruited in Aibstract, Albi, France 
since 2021 (work on automatic music generation)

https://youtu.be/NNhSZuw9Yd0

